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Introduction: Existing Method
Existing popular image recognition methods are deep learning 
based

Otherwise require detailed understanding of the subject



Motivation: potential demand
Privacy, convenience, speed

Federated Learning

Benefit individual developers



Aim: Our project
Time is short (5 weeks)

Restricted to personal devices

Explore and share some practical methodologies in developing 
“small” and “fast” neural networks

Task: hand pose detection

Illustrate with a web game



Related work: Some reviewed models
Image classification

AlexNet, VGG16, ResNet, MobileNet

Object detection

R-CNN, Fast R-CNN, Faster R-CNN, YOLO, SSD



Practical Concerns: Datasets
Representativeness

Surroundings



Practical Concerns: Model Size
Loading time

Processing time

Training 
efficiency



Methodology: Depthwise Separable Convolution
Factorize a standard convolution into a depthwise 
convolution and a 1×1 pointwise convolution

use 8 to 9 times less computation under a 3×3 kernel

Transfer learning

Common practice in computer vision



Methodology: NEtwork architecture



Experiment
Preprocess: resize and random flipping

Validation set: 400x3 images (equally split between sources)



Online performance
Try the game here 

API loading time problem 

Integrity problem

https://hemanlmf.github.io/research/pphp/index.html

